Removing streak artifacts from ECG-gated reconstructions using deconvolution
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BACKGROUND: 4D cardiac computed tomography aims at reconstructing the beating heart from a series of 2D projections and the simultaneously acquired electrocardiogram. Each cardiac phase is reconstructed by exploiting the subset of projections acquired during this particular cardiac phase only. In these conditions, the Feldkamp, Davis and Kress method (FDK) generates large streak artifacts in the reconstructed volumes, hampering the medical interpretation. These artifacts can be substantially reduced by deconvolution methods.

OBJECTIVE: The aim of this paper is to compare two 4D cardiac CT reconstruction methods based on deconvolution, and to evaluate their practical benefits on two applications: cardiac micro CT and human cardiac C-arm CT.
METHODS: The first evaluated method builds upon inverse filtering. It has been proposed recently and demonstrated on 4D cardiac micro CT. The second one is an iterative deconvolution method, and turns out equivalent to an ECG-gated Iterative Filtered Back Projection (ECG-gated IFBP).

RESULTS: Results are presented on simulated data in 2D parallel beam, 2D fan beam and 3D cone beam geometries.

CONCLUSIONS: Both methods are efficient on the cardiac micro CT simulations, but insufficient to handle 4D human cardiac C-Arm CT simulations. Overall, ECG-gated IFPB largely outperforms the inverse filtering method.
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1 Introduction

In the context of acute and chronic coronary artery disease, it would be of great clinical interest to obtain a 4D representation of the myocardium directly from a C-arm system in the interventional lab. The main challenge is to avoid the blurring induced by the cardiac motion. The reconstruction must be performed with specific algorithms, which rely on the patient’s electrocardiogram (ECG) [1] or on a similar signal extracted from the projection data itself [2]. These algorithms usually select the projections where the heart is in a given motion state and discard the others. While it relies on a subset of data that has the advantage of being free of cardiac motion, this approach, called “retrospective gating”, drastically reduces the number of available projections and creates gaps in their angular distribution. It leads to an ill-posed reconstruction problem where traditional FDK [3] gives disappointing results: the reconstructed images are corrupted by streak artifacts, which hamper the medical interpretation (See Fig. 7).

In order to generate streak-free reconstructions, several classes of methods have been proposed. Motion compensated reconstructions [4–8] attempt to estimate the motion of the heart, and take it into account in the reconstruction process. They highly depend on the accuracy of the motion estimation, which is very hard to perform on ECG-gated reconstructions because of streaks. Methods derived from the compressed sensing theory [9–16] compensate the loss of information caused by ECG-gating by introducing sparsity-based regularization priors in the solution. Although they exhibit impressive results, they prove difficult to tune when the goal is to preserve low contrast structures. In the case of 4D cardiac C-arm CT, the risk is high to artificially remove small regions that have a high clinical interest, for example early perfusion defects caused by myocardial infarction. A third class of methods performs an ECG-gated reconstruction (filtered back projection, short FBP, or algebraic reconstruction technique, short ART), and then attempts to filter out the streak artifacts using a deconvolution scheme. Several such methods have been proposed in the 1980’s [17,18]. They have been recently reintroduced by Badea et al. in the context of 4D micro-CT [19]. Badea’s method is simple to implement, fast, has only one parameter, and gives satisfying results on 4D cardiac micro CT in the mouse.
The aim of this paper is to compare the method proposed in [19] with one based on convex optimization, and equivalent to ECG-gated Iterative Filtered Back Projection (IFBP)[20–23]. The performances of the methods are evaluated on cardiac micro CT and human cardiac C-Arm CT simulations. ECG-gated IFBP has the advantage of being theoretically suited not only to parallel beam geometry (like [19] is), but also to fan beam and cone beam, which are the geometries used in practice. The different methods are described in section 2, results are presented and quantified in section 3. Section 4 contains the discussion and conclusion.

2 Materials and methods

2.1 Retrospectively gated reconstruction

In cardiac CT, there are several ways to deal with the fact that the heart beats. One can just choose not to take it into account, and reconstruct the cardiac volume as if the heart had been static. The result is called an “ungated” reconstruction: the static structures like the rib cage and spine are well reconstructed, but the contours of the heart are not sharp, and the location of fine and highly contrasted objects like iodine-injected coronary arteries is imprecise.

One can also choose to acquire the data exactly the same way, and simultaneously record the ECG signal of the patient. In this case, one can perform either an ungated reconstruction, or a gated one. ECG-gating is based on the assumption that the contraction state of the heart depends only on the relative position between two successive R-peaks of the ECG. It consists in selecting the cardiac phase (the moment in the cardiac cycle) that one wants to reconstruct, and performing the reconstruction using only the projections acquired around this phase. This approach is called retrospective gating and is illustrated on Fig. 1. The methods presented in this paper build upon retrospective gating.

In the next subsection and throughout the paper, the following notations or their obvious extension to 3D will be used: the symbol * denotes the convolution operator, and the symbol \( \times \) denotes the pointwise product, or the Cartesian product when used between sets. \( f \) is the object function from \( \mathbb{R}^2 \) to \( \mathbb{R} \) mapping the spatial coordinates \((x, y)\) to the linear X-ray attenuation coefficients at that point.
Let us define $\Theta$ the set of angles for which the projections are kept by ECG-gating. In practice, it gathers the projections belonging to the considered heart phase. The gating function $g$ is defined by:

$$g: \mathbb{R} \times [0; \pi[ \to \{0; 1\}$$

$$(r, \theta) \to \begin{cases} 
0 & \text{if } r = 0 \\
1 & \text{if } \theta \in \Theta \text{ and } r \neq 0 \\
0 & \text{otherwise}
\end{cases}$$

where $(r, \theta)$ are the usual polar coordinates.

The gated reconstruction can be written as $f_{\text{gated}} = \mathcal{R}^{-1}(g \times \mathcal{R}(f))$ where $\mathcal{R}$ denotes the Radon transform and $\mathcal{R}^{-1}$ the standard Filtered Back Projection [24]. Strictly speaking, $\mathcal{R}^{-1}$ is really the inverse of $\mathcal{R}$ only when no gating is performed, i.e. $g$ is constant and equal to 1.

### 2.2 Parallel-beam gated reconstruction: a convolution procedure

For whatever subset $\Theta$ of $[0; \pi[$, the parallel-beam gated reconstruction process is a convolution. A rigorous proof can be derived from the Fourier Slice Theorem, but for the purpose of this paper, it is sufficient to note that $\mathcal{R}^{-1}(g \times \mathcal{R}(\cdot))$ is linear (which is obvious, because both $\mathcal{R}^{-1}$ and $\mathcal{R}$ are linear) and shift-invariant. The latter is less obvious, because neither $\mathcal{R}^{-1}$ nor $\mathcal{R}$ is shift-invariant.

$\mathcal{R}^{-1}(g \times \mathcal{R}(\cdot))$ is shift-invariant if and only if $\mathcal{R}^{-1}_\theta(\mathcal{R}_\theta(\cdot))$ is, where $\mathcal{R}_\theta$ and $\mathcal{R}^{-1}_\theta$ are respectively the projection and filtered back-projection along a single angle $\theta$. It is a necessary condition because $\Theta$ can be chosen to contain only one angle, and a sufficient one because of linearity. In parallel beam, the single projection reconstructions of an image and of a shifted version of this image are just shifted versions of one another, as illustrated on Fig. 2, and thus the parallel-beam gated reconstruction process is a convolution.

To recover $f$ from $f_{\text{gated}}$, one can perform a deconvolution. The PSF is obtained by simply performing the gated reconstruction on a Dirac input (we call this gated reconstruction $\delta_{\text{gated}}$). A typical PSF, and its 2D discrete Fourier transform, are plotted on Fig. 3, and the following relationship holds:
\[
\mathcal{R}^{-1}(g \times \mathcal{R}(f)) = \delta_{\text{gated}} * f
\]  

(2.1)

It should be noted that some frequency information about the object function is lost during the gated reconstruction process (where \( g(r, \theta) \) is 0 – see Fig. 3). This information will have to be extrapolated, explicitly or implicitly, in any deconvolution process.

### 2.3 Fan beam and cone beam geometries

In divergent beam geometry, the gated reconstruction process is linear, but not shift-invariant. To be more precise, in fan beam it is shift-invariant for very special cases of \( \Theta \), for example when \( \Theta = \emptyset \) or \( \Theta = [0; 2\pi[, \) but not for most subsets of \([0; 2\pi[ \) (see \([25]\)). And in particular, \( \mathcal{R}^{-1}_\Theta(\mathcal{R}_\Theta(\cdot)) \) is not shift-invariant, as is illustrated on Fig. 4, which shows the single projection reconstructions of two Dirac functions, one centered, and the other one off-center. It is obvious that the reconstructions are not shifted version of one another. As a result, in the case of fan and cone beam projections, the gated FBP reconstruction process cannot be interpreted as a convolution.

### 2.4 Badea’s method

A straightforward deconvolution method is called inverse filtering, and consists in dividing the Fourier transform of the convolved image \( f_c \) by the Fourier transform of the PSF, and applying an inverse Fourier transform on the result \([26]\). With \( \mathcal{F}_{2D} \) the 2D Fourier transform and \( \hat{f} \) the deconvolution result, inverse filtering is simply expressed as:

\[
\mathcal{F}_{2D}^{-1}(f)(u, v) = \frac{\mathcal{F}_{2D}(f_c)(u, v)}{\mathcal{F}_{2D}(\text{PSF})(u, v)}
\]  

(2.2)

The major problem is to handle the divisions by zero or almost zero, in particular when the Fourier transform of the PSF has many values close to zero (Fig. 3). It can lead to a strong amplification of the high frequency noise if improperly performed.

In \([19]\), an important adaptation of inverse filtering was proposed to handle the zeros of the spectrum of the PSF. The voxel-by-voxel division in the Fourier domain is performed only when the magnitude of the Fourier coefficient of the PSF is above a certain threshold. In the other voxels, where
\[ |\mathcal{F}_{2D}(\delta_{\text{gated}})(u,v)| \] is too close to zero, the division is considered unreliable and the corresponding Fourier coefficients are copied from the ungated reconstruction, which is the reconstruction obtained by taking into account the projections corresponding to all cardiac phases. This can be summarized as:

\[
\mathcal{F}_{2D}(f)(u,v) = \begin{cases} 
\frac{\mathcal{F}_{2D}(f_{\text{gated}})(u,v)}{\mathcal{F}_{2D}(\delta_{\text{gated}})(u,v)} & \text{if } |\mathcal{F}_{2D}(\delta_{\text{gated}})(u,v)| > \text{threshold} \\
\mathcal{F}_{2D}(f_{\text{ungated}})(u,v) & \text{otherwise}
\end{cases}
\]  

(2.3)

In practice, the images are reconstructed in a field of view twice as large as the object, and multiplied by a 2D cosine window, which helps mitigate the border effects. The threshold is set to 15% of the maximum value of \[ |\mathcal{F}_{2D}(\delta_{\text{gated}})| \], as recommended in [19].

2.5 Iterative methods

A straightforward iterative deconvolution method has been proposed by Van Cittert [27]. It can be applied to streak removal and leads naturally to iterative filtered back-projection.

In an attempt to iteratively deconvolve an image \( f_c \), the Van Cittert method’s update step is defined as follows:

\[
f_{k+1} = f_k + \alpha (f_c - \text{PSF} * f_k)
\]  

(2.4)

where \( f_k \) is the deconvolved image at the \( k \)-th iteration, \( f_c \) is the observed image (here the gated reconstruction), and \( \alpha \) a relaxation weight. Section 2.7 gives some insight on how to determine \( \alpha \).

This scheme is of particular interest, since it does not require explicit estimation of the PSF. One only needs to compute \( \text{PSF} * f_k \), i.e. the forward projection of \( f_k \), followed by a gated reconstruction, as stated in equation (2.1). An iterative method requires an initialization: the ungated reconstruction provides an excellent starting point in practice.

2.6 Iterative FDK

The update step of the Van Cittert method, modified as described in the previous subsection, is as follows:
\[ f_{k+1} = f_k + \alpha \left( f_{\text{gated}} - R^{-1}(g \times R(f_k)) \right) \]  \hfill (2.5)

\[ f_{k+1} = f_k + \alpha \left( R^{-1}(g \times R(f)) - R^{-1}(g \times R(f_k)) \right) \]  \hfill (2.6)

\[ f_{k+1} = f_k + \alpha R^{-1} \left( g \times (R(f) - R(f_k)) \right) \]  \hfill (2.7)

Note that here, \( R \) is not the exact Radon transform: it has a finite number of rays and projections, and can denote a forward projection in fan beam or cone beam geometry. It is called X-ray transform in the following. Also, whether an exact operator \( R^{-1} \) exists or not depends on the trajectory [28], the beam geometry, the number of rays, projections, voxels, and on the spatial frequencies of the object [24]. Here \( R^{-1} \) denotes the Filtered Back Projection (short FBP) in 2D, and the Feldkamp, Davis and Kress method (short FDK) in 3D.

Equation (2.7) means that a straightforward iterative deconvolution method to remove the streak artifacts consists in the following steps:

- Start from the ungated reconstruction
- Until a stopping criterion is met
  - Forward project the current volume
  - Subtract the estimated projections from the measured ones
  - Apply the ECG gating to the subtracted data by selecting the projection angles inside the gating window
  - Apply an FBP or FDK to these “difference projections”
  - Add the result to the current volume (with a weight \( \alpha \))

For all the iterative FDK reconstructions presented in this paper, the parameter \( \alpha \) was set to 0.02 and the number of iterations to 100. Setting a fixed number of iterations was the only stopping criterion.
This scheme can be interpreted as an iterative version of the McKinnon–Bates algorithm [29]. It turns out that it has already been studied and is referred to as “Iterative Filtered Back Projection” (short IFBP). However, to the best of the authors’ knowledge, only ungated IFBP has been the topic of recent research, in order to remove cone beam or metal artifacts [20,21]. Limited view IFBP has been studied, but never exactly on the same problem: in [22], the authors study the so-called “bagel problem”, and in [23] the study is restricted to fan beam and uses iterative reconstruction-reprojection to estimate the missing views.

2.7 Convex optimization interpretation

The iterative scheme (2.7) does not model the streak removal process as a strict deconvolution problem, which allows relaxing the stationarity assumption. Thus, the method can be adapted to fan and cone-beam projections. This is justified by the following convex optimization interpretation of IFBP. The optimization perspective also helps understand how to set the parameter $\alpha$. To this end, let us redefine the notations to fit into a linear algebra framework:

$f$ is a column vector of size $n$, where $n$ is the number of voxels. $R$ is an $m \times n$ matrix, where $m$ is the number of pixels in the projections dataset: it is the linear operator performing the X-ray transform. Its transpose $R^T$ is the back projection operator. $G$ is the ECG-gating matrix, of size $m \times m$. It is diagonal and binary. $W$ is the ramp filtering operator, and is positive-definite. $p_{\text{measured}}$ denotes the set of measured projections.

The ECG-gated reconstruction problem can be formulated as follows. The image $f$ to be determined minimizes the following energy:

$$E(f) = \frac{1}{2} \left\| W^{-1} G (p_{\text{measured}} - RF) \right\|^2_2$$

(2.8)

Note that without the $W$ operator, $E(f)$ would be the energy minimized by ECG-gated ART. It would also be a valid approach for ECG-gated reconstruction. The aim here, though, is to give a convex
optimization interpretation of IFBP, so ramp filtering needs to be performed. The gradient of this energy reads:

\[
\nabla E(f) = R^T G^T W G (p_{\text{measured}} - R f)
\]

(2.9)

\[
\nabla E(f) = R^T W G (p_{\text{measured}} - R f)
\]

(2.10)

because the ECG-gating and the ramp filtering commute (they can be performed in any order), and \( G^T G = G \) because \( G \) is diagonal and binary. From equation (2.10), it is clear that a gradient descent procedure to find the minimum of this energy would have the following update step:

\[
f_{k+1} = f_k + \alpha_k R^T W G (p_{\text{measured}} - R f)
\]

(2.11)

with \( \alpha_k \) the gradient descent step at iteration \( k \). Setting \( \alpha_k = \alpha \) exactly boils down to the same update step as in equation (2.7). This proves that IFBP can be seen as a gradient descent to find the minimum of the energy defined in equation (2.8). The optimal value of the parameter \( \alpha_k \) can be determined at each iteration: the problem was solved analytically by Lalush and Tsui in [30]. Other suboptimal, yet easier choices can be made (\( \alpha_k = \alpha \), with a small fixed value, for example).

Additional constraints could easily be integrated into this framework, for example non-negativity.

### 2.8 Phantom generation

For the parallel beam and fan beam simulations the “modified Shepp & Logan” phantom generated by the “phantom” command in Matlab R2011a (The MathWorks Inc., Natick, MA, USA), with a size of 256*256 pixels, was used. One of the ellipses was set to change size with time, in order to simulate the beating motion of a heart. The systolic and diastolic phases are shown in Fig. 5, in the left and right column respectively, and the beating ellipse is pointed out by a red arrow.

In systole, in this slice, the beating ellipse’s size is 26 pixels along the vertical direction and 22 pixels along the horizontal one. These sizes become 59 pixels and 53 pixels respectively in diastole.
For the cone beam simulations the phantom was a modification of the Forbild, into which a set of beating ellipses and tori were added to simulate a beating heart and coronary arteries [31]. Systole and diastole are represented in Fig. 6.

In systole, in this slice, the beating ellipse’s size is 31 pixels along the vertical direction and 28 pixels along the horizontal one. These sizes become 42 pixels and 42 pixels respectively in diastole.

2.9 Relationship between streak artifacts, heart rate and motion blurring

2.9.1 Link between heart rate and image quality. In tomography with few views, the more regular the angular distribution of the projections, the better the reconstruction is. This topic is developed in [33], where the concept of “data incoherence” is introduced and discussed. In an ECG-gated dataset, this distribution consists in clusters of consecutive projections separated by large gaps in the angular sampling. The number of clusters of consecutive projections is the number of cardiac cycles that have occurred during the acquisition. It only depends on the acquisition duration and on the patient’s heart rate.

As consecutive projections are very similar, each cluster brings only marginally more information than its central projection alone, and a dataset with many clusters of few projections is preferable to a dataset with few clusters of many projections. Therefore, a higher heart rate or a longer acquisition time makes the lack of data less acute, which results in less streak artifacts. This effect has already been documented [12,32] and is highlighted in Fig. 7, which shows ECG-gated FDK reconstructions of a Shepp & Logan phantom with different simulated heart rates. The full dataset is a simulated short scan of 300 projections over 10 seconds, and a 20% gating window is used, resulting in approximately 60 projections for each gated dataset. From left to right, the heart rates are 30, 60, 120 and 180 beats per minute, resulting in 5, 10, 20 and 30 equally spaced clusters of 12, 6, 3 and 2 projections respectively.

Note that very high heart rates can induce some blurring in the projections, because of the non-null detector integration time. This effect, however, is neglected in this paper.
2.9.2 Tradeoff between streak artifacts and motion blurring. As can be seen in Fig. 7, even for high heart rates, retrospectively ECG-gated reconstructions still contain streak artifacts. In many clinical situations, radiologists cannot make a diagnosis based on this kind of volumes: in the transverse plane, as in Fig. 7, the streak artifacts can usually be distinguished from the real structures, but the distinction is harder to make in the sagittal or coronal planes, and almost impossible on oblique cut planes, which are extensively used in cardiac imaging.

To mitigate the streak artifacts, most methods based on ECG-gating reinsert data from all cardiac phases at some point in the reconstruction process, which causes some blurring: in Badea’s method, Fourier coefficients of the ungated FDK reconstruction are used during deconvolution; iterative methods, like SART [34] or iterative FDK, are initialized with the ungated FDK; even a compressed sensing method like PICCS [9,12] uses the ungated FDK as a prior. All these methods therefore imply a tradeoff between streak artifacts and motion blurring.

2.9.3 Conclusion. The type of artifacts caused by the lack of data depends on the specific reconstruction method: the ones presented in this paper lead to streaks, compressed sensing methods have over-regularization artifacts (“cartoon” effect for TV-regularization, Gibbs oscillations for Fourier-regularization), etc… A higher heart rate or a longer acquisition time imply a reduced amount of artifacts, which reduces the need for out-of-phase data and the motion blurring it induces, and overall leads to a better tradeoff.

2.10 Image quality metrics

Both Badea’s method and iterative FDK imply a tradeoff between streak artifacts and motion blurring. Therefore quantitative measures of image quality must take into account both.

2.10.1 Sharpness. Visually, time resolution can be appreciated by looking at the shape and at the edges of the heart: the heart should be contracted in the systole reconstruction and dilated in the diastole reconstruction, and have sharp edges in both. Numerically, the similarity with the ideal shape is evaluated by computing a local root mean squared error (RMSE). In order to measure the sharpness
of the edges of the beating ellipse, 17 profiles from the center of the ellipse to the outside have been extracted, and averaged into a single profile on which the 30%-70% amplitude distance has been measured [35]. The 30%-70% distance is the distance between the point where 30% of the amplitude of the edge has been reached, and the point where 70% of the amplitude of the edge has been reached. It was necessary to average a series of profiles to compute this metrics in order not to have it degraded by possible local streaks. This index proved consistent with the visual impression of sharpness.

On some ECG-gated FDK images, the streaks are so intense that they completely hide the edge, and no 30%-70% distance can be measured.

2.10.2 Streak artifacts quantification. For the quantification of streak artifacts it is proposed to isolate and highlight these artifacts in order to quantify them. The following procedure is carried out:

• Compute the difference between the image to be evaluated and the ground truth;
• Set the regions of this difference image to zero where the ground truth has edges (otherwise the small differences around the edges caused by interpolation would dominate in the metric). As a result, the difference image only contains streak artifacts and the texture of the noise;
• Detect and enhance the fine and elongated structures in this modified difference image by applying a simple ridgelet filter. This basic ridgelet filter consists in convolving the image with a series of directional high-pass filters, and keeping only the highest response for each pixel. This greatly mitigates the impact of the noise on the final measure;
• Compute the L1 norm of the output of the ridgelet filter

The steps of this procedure are represented on Fig. 8. The result is a single index which measures the quantity of streaks contained in the image and, like the previous index, is consistent with visual image quality assessment.

3 Results

The simulation results for two different phantoms and two different sets of parameters are presented in the following. The experiments are carried out in parallel beam, fan beam and cone beam geometry.
Reconstructions are performed with four different methods: ECG-gated filtered back projection, ungated filtered back projection, deconvolution using Badea’s method (2.3), and deconvolution using iterative filtered back projection (2.7). The ECG-gated filtered back projection images exhibit a good temporal resolution, but contain a lot of streak artifacts. The ungated filtered back projection images contain very little streak artifacts, but have no temporal resolution, since all cardiac phases are averaged. Badea’s method and iterative filtered back projection both aim to obtain a compromise between streak artifacts and temporal resolution.

3.1 Numerical results

The numerical evaluations for parallel beam, 20° fan beam, 3D cone beam and noisy 3D cone beam are shown in Table 1, Table 2, Table 3 and Table 4 respectively. They contain the following parameters:

- The root mean square error for the whole image (RMSE)
- The local RMSE for the region of interest containing the moving part of the phantom. For the Shepp and Logan phantom, this ROI is the beating ellipse in diastole, shown on Fig. 5. For the Forbild phantom, this ROI is shown on Fig. 6 by a red circle. To improve readability, the RMSE and local RMSE have been multiplied by 1000.
- The 30%-70% distance
- The streak index

Numerical evaluations of the cone beam data has been performed on the central slice.

As ECG-gated FDK reconstructions typically have inaccurate absolute attenuation values, even if proper reweighting of the projections is performed [36], they have been rescaled to obtain attenuation values that approximately match the ground truth. It should be kept in mind when interpreting the RMSE and local RMSE results of these images.
3.2 2D Parallel beam

Two different sets of parameters are used: the first one simulates the acquisition conditions of cardiac micro CT as described in [19], where instead of using a fixed high heart rate, the authors simulated it by randomly determining the phase through which each projection is computed; the second one simulates the acquisition conditions of human cardiac C-Arm CT:

- Micro CT settings: 1000 projections, each one containing 367 rays. Each projection is computed through a randomly determined phase (among 100 possible phases). For the gated reconstructions the projections computed through the 10 closest phases are used. Each gated reconstruction thus uses on average 100 randomly distributed projections.
- C-Arm CT settings: 300 projections, each one containing 367 rays. Each projection is computed through a phantom that beats at 60 bpm, during a 10s simulated acquisition. For the gated reconstructions, a 10% gating window centered on the end-diastolic phase was used.
- In both cases, a 180° source trajectory has been simulated and the projections were equally distributed over this angular range.

The results are presented in Fig. 9. Both Badea’s method and iterative FBP efficiently remove the streaks from micro CT-like data, and generate images where the beating ellipse has sharp contours. Neither of them returns an image with a sharp beating ellipse using human C-Arm CT-like data acquisition.

3.3 2D Fan beam

Although Badea’s method is theoretically not valid in fan beam geometry, it has been shown in [19] that it can still be used and have some efficiency in the case of a limited fan angle. The experiments in fan beam have been performed on the same phantoms and with the same parameters as for parallel beam. We present them for a 20° fan angle, which is close to a real C-Arm’s fan angle. The source trajectory covered 360°, which explains the larger gaps in the angular sampling than in parallel beam geometry. The results are shown in Fig. 10. Both Badea’s method and the iterative FBP generate images where the beating ellipse has sharp edges in the cardiac micro CT case, and images where the
beating ellipse has poorly defined edges in the human cardiac C-Arm CT case. In addition, iterative FBP consistently shows fewer streaks than Badea’s method.

In Badea’s article it is shown that in low fan angle conditions their method, although theoretically not valid, can be used and generate satisfactory results. In Fig. 11, we compare Badea’s method and IFBP for the reconstruction of the Micro-CT case. Even with a 6° fan angle, IFBP performs much better than Badea.

3.4 3D Cone beam

In order to perform the experiments in cone beam geometry, a modification of the 3D Forbild phantom [31,37] was used. It was animated to simulate a beating heart. The simulated projections were generated using the analytical version of the Forbild phantom. It was reconstructed as a 300*128*140 voxels volume. Like in the 2D case, two different sets of parameters were used:

- Micro CT settings: 1000 projections of size 500*300. This time, the phantom was set to beat at 600 bpm [19] instead of using a randomly chosen phase for each projection
- C-Arm CT settings: 300 projections of size 500*300 computed through a phantom that beats at 60 bpm
- The source trajectory covered 240° in 10s, which is close to a real C-Arm acquisition. In both cases, the projections were equally distributed over this angular range

In both cases, for the gated reconstructions, the gating window width was set to 10% of the cardiac cycle, centered on the end-diastolic phase.

Fig. 12 shows the central slice of each volume. Note that even though it seems redundant with the fan beam study, because the central slice of a cone beam FDK is a fan beam FBP, it is not: in Badea’s method, a 3D volume is deconvolved with a 3D PSF, thus the results are sensitive to cone beam-specific artifacts existing outside the central slice.
3.5 3D Cone beam with simulated noise

The same simulations and evaluations were carried out on noisy data. An additive white Gaussian
noise of standard deviation 0.001 and mean 0 was added to the Forbild projections used in section 3.4.
The results are shown in Fig. 13. They are consistent with the noiseless results.

4 Discussion and conclusion

In the following, the main results of the simulation studies presented in this paper are discussed and
briefly summarized. A conclusion with respect to iterative deconvolution methods and their
applicability to ECG gated C-arm CT is given at the end of this section.

4.1 Comparison between Badea’s method and iterative FBP

This work confirms that the streak removal method proposed in [19] performs well in the micro CT
case. However the ECG-gated iterative FBP, which is theoretically better suited to approach the
problem in divergent beam geometry, achieves a higher image quality in almost every simulation
(Badea’s method only performs marginally better than iterative FDK on local RMSE and 30%-70%
distance in the micro CT parallel beam case, and on streak index in the noisy human C-arm CT cone
beam case). Its iterative nature makes it slower than Badea’s method, thus iterative FBP should be
preferred when processing time is not an issue. Deconvolution by the iterative FBP method should be
tested on real data to evaluate its performance in the presence of non-idealities of the acquisition
system.

4.2 Impact of the angular distribution of projections on image quality

It has been shown that the angular distribution of the gated projections is an important parameter for
ECG-gated reconstruction, and that this angular distribution is determined by the patient’s cardiac
rhythm and the rotation duration of the X-ray system. The faster the heart beats, the better the gated
projections are distributed around the patient, and the better the image quality. The influence of the
angular distribution is strong and when possible, the acquisition should be designed to result in an
angular distribution as close as possible to equally spaced single projections.
4.3 **Applicability to human cardiac C-Arm CT**

The results also show that both methods deliver limited image quality for human C-Arm CT-like data acquisitions. The typical acquisition time for a rotational run and normal cardiac rhythms make the ECG-gated dataset very difficult to reconstruct. A straightforward protocol adaptation would be to make the acquisition slower and longer in order to have a more densely sampled angular space. This could either be a slow short scan acquisition at reduced angular speed or the acquisition of multiple circular arcs at comparable speed [38,39]. However, both approaches raise practical questions like the duration of the patient’s breath-hold, dose adaptation to avoid large X-ray radiation, as well as the amount of contrast to be injected for angiographic studies.

In summary, the problem of image reconstruction from incomplete data due to gated acquisitions remains challenging. Since physiological and system parameters usually dictate the amount and the distribution of the data, image reconstruction is the preferred approach to tackle this problem. Regularized iterative reconstruction methods and motion compensated reconstruction approaches are the focus areas for future research. Though iterative deconvolution methods as they are known today do deliver an image quality improvement for system acquisition parameters evaluated in this study, the increase in image quality is still limited.
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Table 1. Numerical evaluation of parallel beam simulation results.

<table>
<thead>
<tr>
<th>Image</th>
<th>Global RMSE (mm⁻¹)</th>
<th>Local RMSE (mm⁻¹)</th>
<th>30%-70% distance (in pixels)</th>
<th>Streak index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro CT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gated</td>
<td>111.1</td>
<td>27.8</td>
<td>2</td>
<td>16.83</td>
</tr>
<tr>
<td>Ungated</td>
<td>59.9</td>
<td>50.9</td>
<td>10</td>
<td>0.76</td>
</tr>
<tr>
<td>Badea</td>
<td>54.9</td>
<td>22.5</td>
<td>3</td>
<td>6.04</td>
</tr>
<tr>
<td>IFBP</td>
<td>52.1</td>
<td>25.8</td>
<td>4</td>
<td>3.24</td>
</tr>
<tr>
<td>Human C Arm CT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gated</td>
<td>228.9</td>
<td>49.6</td>
<td>2</td>
<td>34.46</td>
</tr>
<tr>
<td>Ungated</td>
<td>60</td>
<td>49.5</td>
<td>10</td>
<td>1.15</td>
</tr>
<tr>
<td>Badea</td>
<td>58.3</td>
<td>40.9</td>
<td>13</td>
<td>4.81</td>
</tr>
<tr>
<td>IFBP</td>
<td>55.1</td>
<td>31.3</td>
<td>7</td>
<td>3.73</td>
</tr>
</tbody>
</table>
Table 2. Numerical evaluation of fan beam simulation results for a 20° fan angle.

<table>
<thead>
<tr>
<th>Image</th>
<th>Global RMSE (mm(^{-1}))</th>
<th>Local RMSE (mm(^{-1}))</th>
<th>30%-70% distance (in pixels)</th>
<th>Streak index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro CT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gated</td>
<td>129.6</td>
<td>36.2</td>
<td>2</td>
<td>31.20</td>
</tr>
<tr>
<td>Ungated</td>
<td>47.7</td>
<td>50.6</td>
<td>10</td>
<td>2.20</td>
</tr>
<tr>
<td>Badea</td>
<td>93.2</td>
<td>31.1</td>
<td>4</td>
<td>15.13</td>
</tr>
<tr>
<td>IFBP</td>
<td>40.3</td>
<td>24</td>
<td>4</td>
<td>4.06</td>
</tr>
<tr>
<td>Human C Arm CT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gated</td>
<td>249.1</td>
<td>55.4</td>
<td>3</td>
<td>36.53</td>
</tr>
<tr>
<td>Ungated</td>
<td>50.5</td>
<td>49.1</td>
<td>10</td>
<td>5.90</td>
</tr>
<tr>
<td>Badea</td>
<td>84.3</td>
<td>41.4</td>
<td>9</td>
<td>10.72</td>
</tr>
<tr>
<td>IFBP</td>
<td>47.1</td>
<td>34.3</td>
<td>8</td>
<td>7.07</td>
</tr>
</tbody>
</table>
Table 3. Numerical evaluation of cone beam simulation results.

<table>
<thead>
<tr>
<th>Image</th>
<th>Global RMSE</th>
<th>Local RMSE</th>
<th>30%-70% distance</th>
<th>Streak index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(mm$^{-1}$)</td>
<td>(mm$^{-1}$)</td>
<td>(in pixels)</td>
<td></td>
</tr>
<tr>
<td>Gated Micro CT</td>
<td>3.59</td>
<td>2.19</td>
<td>2</td>
<td>0.416</td>
</tr>
<tr>
<td>Ungated Micro CT</td>
<td>1.82</td>
<td>1.15</td>
<td>4</td>
<td>0.050</td>
</tr>
<tr>
<td>Badea Micro CT</td>
<td>3.01</td>
<td>1.58</td>
<td>2</td>
<td>0.401</td>
</tr>
<tr>
<td>IFBP Micro CT</td>
<td>2.00</td>
<td>1.00</td>
<td>2</td>
<td>0.188</td>
</tr>
<tr>
<td>Gated Human C Arm CT</td>
<td>7.13</td>
<td>4.50</td>
<td>N/A</td>
<td>0.590</td>
</tr>
<tr>
<td>Ungated Human C Arm CT</td>
<td>1.90</td>
<td>1.19</td>
<td>4</td>
<td>0.139</td>
</tr>
<tr>
<td>Badea Human C Arm CT</td>
<td>3.38</td>
<td>1.72</td>
<td>2</td>
<td>0.277</td>
</tr>
<tr>
<td>IFBP Human C Arm CT</td>
<td>1.93</td>
<td>1.05</td>
<td>2</td>
<td>0.148</td>
</tr>
</tbody>
</table>
Table 4. Numerical evaluation of noisy cone beam simulation results.

<table>
<thead>
<tr>
<th>Image</th>
<th>Global RMSE (mm(^{-1}))</th>
<th>Local RMSE (mm(^{-1}))</th>
<th>30%-70% distance (in pixels)</th>
<th>Streak index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro CT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gated</td>
<td>3.80</td>
<td>2.45</td>
<td>3</td>
<td>0.539</td>
</tr>
<tr>
<td>Ungated</td>
<td>1.95</td>
<td>1.30</td>
<td>4</td>
<td>0.200</td>
</tr>
<tr>
<td>Badea</td>
<td>3.33</td>
<td>2.02</td>
<td>3</td>
<td>0.568</td>
</tr>
<tr>
<td>IFBP</td>
<td>2.62</td>
<td>1.87</td>
<td>2</td>
<td>0.523</td>
</tr>
<tr>
<td>Human C Arm CT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gated</td>
<td>7.46</td>
<td>4.80</td>
<td>N/A</td>
<td>0.878</td>
</tr>
<tr>
<td>Ungated</td>
<td>2.22</td>
<td>1.50</td>
<td>4</td>
<td>0.353</td>
</tr>
<tr>
<td>Badea</td>
<td>3.60</td>
<td>1.99</td>
<td>3</td>
<td>0.445</td>
</tr>
<tr>
<td>IFBP</td>
<td>2.48</td>
<td>1.74</td>
<td>2</td>
<td>0.457</td>
</tr>
</tbody>
</table>
List of figure captions

Fig. 1 This graph shows how ECG-gating is performed. A target cardiac phase is selected (here 80% of the distance between two peaks) and only the projections acquired during a cardiac phase close to the target are kept. The other ones are discarded. The ECG-gated dataset contains clusters of consecutive projections.

Fig. 2 Parallel beam case (a): Centered Dirac, (b): Reconstruction of (a) using only one projection, (c): Off-center Dirac, (d): Reconstruction of (c) using only one projection. For both reconstructions, the source is at the same location (under the image). (b) and (d) are shifted versions of one another.

Fig. 3 From left to right, gated reconstruction of a phantom, gated reconstruction of a Dirac function (PSF of the gated reconstruction process), and shifted FFT of the Dirac peak’s gated reconstruction. The streak pattern is the same on the Dirac and the phantom.

Fig. 4 Fan beam case (a): Centered Dirac, (b): Reconstruction of (a) using only one projection, (c): Off-center Dirac, (d): Reconstruction of (c) using only one projection. For both reconstructions, the source is at the same location (under the image). (b) and (d) are not shifted versions of one another.

Fig. 5 Shepp and Logan phantom with a beating ellipse, pointed out by a red arrow. The ground truth image for systole is shown on the left, the one for diastole is on the right. The display window is [0; 0.35].

Fig. 6 Forbild phantom with a beating heart. On the left, the systolic state. On the right, the diastolic one. The red circle is the border of the ROI in which the local RMSE is computed. The display window is [0; 0.036]

Fig. 7. FDK reconstructions of a Shepp and Logan phantom from 60 projections, grouped, from left to right, into 5, 10, 20 and 30 equally spaced clusters of 12, 6, 3 and 2 projections respectively.

Fig. 8 Intermediate images in the streak index measurement process. The first row contains the input, the ground truth and their difference. The difference image has high values at the edges. Differences at these edge positions are removed (bottom left corner). The difference without edges is then convolved with a series of directional filters (bottom line, central column) and only the highest response for each pixel is kept (bottom right corner).

Fig. 9 Parallel beam reconstructions of the Shepp & Logan phantom with micro CT parameters (top row) and human cardiac C-Arm CT parameters (bottom row), with four different methods. From left to right: ECG-gated FBP, ungated FBP, deconvolution using Badea’s method, iterative FBP deconvolution. The display window is [0; 0.35]

Fig. 10 Fan beam reconstructions of the Shepp & Logan phantom with micro CT parameters (top row) and human cardiac C-Arm CT parameters (bottom row), with 20° fan angle, and four different methods. From left to right:
ECG-gated FBP, ungated FBP, deconvolution using Badea’s method, iterative FBP deconvolution. The display window is [0; 0.35]

Fig. 11. Fan beam reconstructions of the Shepp & Logan phantom with micro CT parameters and a 6° fan angle. From left to right: ECG-gated FBP, ungated FBP, deconvolution using Badea’s method, iterative FBP deconvolution. The display window is [0; 0.35]

Fig. 12. Cone beam reconstructions of the modified Forbild phantom with micro CT parameters (left column) and human cardiac C-Arm CT parameters (right column), with four different methods. From top to bottom: ECG-gated FDK, ungated FDK, deconvolution using Badea’s method, iterative FDK deconvolution. The display window is [0.005, 0.03].

Fig. 13. Cone beam reconstructions of the noisy modified Forbild phantom with micro CT parameters (left column) and human cardiac C-Arm CT parameters (right column), with four different methods. From top to bottom: ECG-gated FDK, ungated FDK, deconvolution using Badea’s method, iterative FDK deconvolution. The display window is [0.005, 0.03].
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